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Abstract Feature selection refers to a critical preprocessing of machine learning to remove irrelevant and redundant 
data. According to feature selection methods, sufficient samples are usually required to select a reliable feature subset, 
especially considering the presence of outliers. However, sufficient samples cannot always be ensured in several 
real-world applications (e.g. neuroimaging, bioinformatics, psychology, as well as sport sciences). In this study, a 
method to improve the performance of feature selection methods with low-sample-size data was proposed, which is 
named Feature Selection Based on Data Quality and Variable Training Samples (QVT). Given that none of the 
considered feature selection methods perform optimally in all scenarios, QVT is primarily characterized by its 
versatility, because it can be implemented in any feature selection method. An experiment was performed using 20 
benchmark datasets, three feature selection methods and three classifiers to verify the feasibility of QVT; the results 
suggested that QVT was applicable to different feature selection methods and significantly improved predictive 
performance of different classifiers. 
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1  Introduction 

According to feature selection methods, sufficient 
samples are usually required to select a reliable feature 
subset. In a dataset with a considerable number of 
samples, the effects of outliers will be limited, and the 
training data will represent the population at large. 
However, with low-sample-size data, the values of few 
outliers can significantly convert the set of selected 
features into a new set of potential noisy features that 
may not fully reflect or capture class-specific differences 
(Golugula and Lee, 2011). Furthermore, though 
conventional feature selection adopts random sampling 
to improve the performance, low-sample-size datasets 
are typically too small to be processed using this method. 
Datasets are characterized by a small number of samples 
that are common in plenty of areas (e.g. studies of rare 
diseases or extraordinary athletes). 

The question that whether the available sample has 
only a couple of dozens or even less has been raised by 
Raudys and Jain in 1990. The authors discussed the 
effects of sample size on the feature selection and error 
estimation for several types of classifiers. It was 
highlighted that a small sample size data can cause many 
problems in designing a pattern recognition system, and    

considerable training samples are needed if a complex 
classification rule with many features is being adopted. 
Yu and Liu (2003) reported that both size and 
dimensionality pose severe challenges to feature 
selection algorithms, and the feature selection study has 
emphasized handling numerous samples to address these 
challenges. Similar opinion was raised by Liu et al. 
(2002). Zhu et al. (2013) developed a novel Self-taught 
Dimensionality Reduction (STDR) approach to transfer 
external knowledge (or information) from freely 
available external data to the small-sized data. According 
to the experimental results at five datasets, the STDR 
outperforms the existing algorithms in terms of k-means 
clustering performance. However, k-means clustering, an 
unsupervised machine learning algorithm, makes 
inferences from datasets using only input vectors without 
label information, i.e., even a slight change of dataset 
may significantly affect the predictive performance of 
k-means clustering. Accordingly, it is questioned that 
how the feasibility of STDR will be in superior 
supervised algorithms (e.g. Random Forests and Support 
Vector Machines). Likewise, Kuncheva and Rodríguez 
(2018) stated that to obtain a more stable feature subset, 
the sample size should be up-regulated.  

This study aimed to propose a novel approach (Feature 
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Samples, QVT) that can fit wide feature selection 
methods with low-sample-size data. Besides, the 
following two questions were also discussed. 
1. Does QVT manage to improve the performance of 
different feature selection methods? 
2. Does QVT have the same impact over different 
classifiers? 

To verify the feasibility of QVT, the experiment was 
performed using 20 benchmark datasets in different 
fields, three feature selection methods (Information Gain, 
IG; Boruta; Least Absolute Shrinkage and Selection 
Operator, Lasso) as well as three classifier models 
(Support Vector Machine, SVM; Naïve Bayes, NB; 
Logistic Regression, LR). 

The rest of this article is organized as follows. In 
Section 2 the methodology is explained. In Section 3, the 
experimental results are reported and discussed. Lastly, 
in Section 4, the conclusions are drawn. 

2  Methodology 

The QVT refers to a two-phase hybrid approach. 
Because the performance of feature selection methods is 
affected by the quality of data and the number of samples, 
to improve the performance of feature selection with 
limited data, the first phase is to define the most typical 
samples of each class. In the second phase, feature 
selection starts from using the most typical samples, 
which was repeated with a steady increase in sample size 
until all of samples are used. In this process, the list of 
selected features would be kept updated. 

In this study, Mutual Information (MI) was used as a 
measure of the amount of information that one random 
variable has about another variable that has two main 
properties. Consider representing some 
n samples in class Y. In the first phase, MI between  
and the other samples is computed, and the final value of 

is defined as: 

 

Subsequently, is ranked. The sample achieving the 
highest final value is on the top of the ranking, which is 
considered a plausible Y. However, the sample achieving 
the lowest final value holds the lowest rank position and 
it might be an outlier. 

The second phase is a repeated process. Hypothesize 
the numbers of samples of each class are the same. In the 
first round, the top k samples of each class are used to 

perform the first-time feature selection ( k = 2n/3 ), and 
the list of selected features with importance score is 
defined as . Next, the top k+2 samples of each class 
are used to perform the second-time feature selection, 
and the list of selected features with importance score is 

.  and  are combined by revaluing features 
involved in both  and  with the average score. 
Features appear in either  or  will be recorded as 
they are. The combined feature list is defined as . The 
third-time feature selection is performed with the top k+4 
samples, and the list of selected features  will be 
combined with  to obtain a new feature list. In such a 
way, two samples of each class are added each time to 
update both the list of selected features and their 
importance scores until all of samples are used. After the 
final feature list has been decided, features will be sorted 
by scores and the feature with the highest score ranks the 
top. The algorithm for QVT is shown in Table 1. 

Table 1 The algorithm for QVT 

 

3  Experiments study 

3.1  Data 
The characteristics of the 20 datasets used here are 

listed in Table 2, which were taken from the UCI 
Machine Learning Repository1 and openML2.  

To make low-sample-size data, first, 20, 30, 40, 50 
samples were extracted from each class randomly. 
Second, 2/3 samples were further extracted randomly to 
work as training data, and the rest samples were adopted 
as test data, which was repeated ten times. In such a way, 
after each random sampling the numbers of training data 
and test data of each class are 13, 20, 27, 33 and 7, 10, 13, 
17, respectively. 

                                                           
1 https://archive.ics.uci.edu/ 
2 https://www.openml.org/ 
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Table 2 Characteristics of 20 benchmark datasets. #Features is 
the number of features; #Samples is the number of samples; 
#Class 1 and #Class 2 are the numbers of samples in group 1 
and group 2, respectively. 

 

3.2  Feature selection methods, classifiers and 
performance metrics 

In this study, three feature selection methods (IG, 
Boruta and Lasso) and three classifiers (SVM, NB and 
LR) were adopted to verify the feasibility of QVT.  

First, the selected features were learned by classifiers. 
Subsequently, the performance of classifiers was 
evaluated by two metrics: macro-F (macro-averaged 
F-measure) and AUC (Area Under the ROC curve).   

3.3  Experiments 
Five steps were performed. 

1. 2/3 samples were extracted from each class randomly 
to work as training data, and the rest samples were used 
as test data. 
2. Boruta, QVT(B), IG, QVT(I), Lasso and QVT(L) were 
adopted to perform feature selection for training data, 
respectively. Subsequently, the selected features were 
sorted according to the importance score. The most 
useful feature for classification was presented on the top 
of rank. 
3. Increasing one by one from two features to train 
classifiers (SVM, NB and LR). Then, test data was 
predicted, and macro-F and AUC were computed each 
time. 
4. Six measures were adopted to evaluate the validity of 
feature selection methods, which are explained as 
follows. 

 The lowest value of performance metric (Min.) and 
the greatest value of performance metric (Max.). 

 Because after implementing QVT, the number of 
selected features might be different, the other two 

measures are the performance metric using the 
same number of selected features (Ave.1) and the 
performance metric using all selected features 
(Ave.2).  

 The macro-F and AUC of X and QVT(X) were 
compared after features were increased each time. 
Lastly, the win times of X and QVT(X) were 
counted (#Win). Furthermore, the average number 
of used top features (mRank) when X or QVT(X) 
wins was computed.  

5. After step1~step4 were performed ten times, the 
average of Min., Max., Ave.1, Ave.2, #Win and mRank 
were taken and considered as the final evaluation 
measure of X and QVT(X). 

3.4  Experiment results 
In this section, the results are presented separately to 

answer the two mentioned questions. 
3.4.1 Does QVT manage to improve the performance of 
different feature selection methods? 

The macro-F of SVM with 13 training samples using 
features selected by Boruta and QVT(B) is listed in Table 
3. The average value was used to help explain results of 
this study, and the standard deviation (SD) is shown to 
present further detailed results. For Boruta and QVT(B) 
on average, the Min. were 0.61 and 0.67, the Max. 0.77 
and 0.87, the Ave.1 0.70 and 0.76, the Ave.2 0.70 and 
0.83, the #Win 1.15 and 3, and the mRank 11.99 and 
6.63. Furthermore, according to the average values, the 
times of Win/Loss/Tie (W/L/T) of QVT(B) were 6/0/0 
with six voters (evaluation measures) in total. Besides, 
the average times of W/L/T of QVT(B) across 20 
datasets were 4.38/0.62/1. In the case of IG and Lasso, 
the results were similar to those achieved using Boruta.  

The average of results of 20 datasets when 13 training 
samples were used is listed in Table 4. For QVT(B) 
judged using six evaluation measures, the times of win 
were 6, 6, 4, 6, 6 and 4, while those of loss were 0, 0, 2, 
0, 0 and 2, and no ties happened. In the case of QVT(I), 
the times of win were 5, 6, 4, 6, 5 and 4, while those of 
loss were 1, 0, 2, 0, 1 and 2, and no ties happened; In the 
case of QVT(L), the times of win were 6, 5, 5, 6, 5 and 5, 
while those of loss were 0, 1, 1, 0, 1 and 1, and no ties 
happened. Furthermore, considering average times of 
W/L/T, the number of win was significantly higher than 
that of Loss. Similar results were obtained when 20, 27 
and 33 training samples were used. 

Because the performance becomes greater after QVT 
implemented than explicit feature selection method, as a 
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conclusion, QVT can enhance the performance of 
different feature selection methods. 
3.4.2 Does QVT have the same impact over different 
classifier models? 

Because the limitation of pages, the detail results are 
not shown in this article. According to the results, the 
performance of all classifiers was improved after 
implementing QVT compared with that using explicit 
feature selection method. In conclusion, QVT has the 
similar effect on different classifiers. 

Furthermore, statistical analysis was based on welch’s 
t-test. All Max. of QVT(X) were greater than X and there 
was significant difference, suggesting QVT(X) can 
always select more effective feature subset than X. 

4  Conclusions 

In this study, QVT was proposed to improve the 
performance of feature selection methods with 
low-sample-size data. According to the experiment 
results: (1) the feature selection methods fit a 
classification problem with less than 33 training samples; 

(2) a smaller number of training samples led to a more 
significant difference between QVT and the explicit 
feature selection method, and QVT was verified as the 
better one; (3) QVT fits different feature selection 
methods, and it can significantly improve the predictive 
performance of different classifiers.  

The reason why QVT works is associated with the 
consideration of both the quality of data and the size of 
data. First, several typical samples of each class were 
extracted to lay a relatively reliable base. Subsequently, 
the number of training samples gradually increased, and 
the list of selected features was updated. In such a way, 
the same effect as repeated learning with different 
training data was obtained. 
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Table 3 Macro-averaged F-measure of SVM with 13 training samples using features selected by Boruta and QVT(B). 

Table 4 The average of results of 20 datasets when 13 training samples were used. 
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